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ABSTRACT

This report reviews the basic pronerties and terrestrial surface
responses of microwave sensors, both active (radar) and passive
(microwave radiometer). Appropriate surface responses (bistatic
coefficient, emissivity etc.) are defined and used to provide
general formulas for the system response (receiver power, antenna
temperature, doppler spectrum) in terms of system geometry and configur-
ation. The dielectric properties of terrestrial surfaces are reviewed,
and data on the complex dielectric constant of rocks, soils and
vegetation are tabulated. Theoretical models for surface response
are provided for a variety of surface classes, including the surface
of uniferm layers, the surface with large scale unduiation, the
sligatly rough surface, the surface of individual scatterers (Lommel-
Seeliger surface) and the empirical models (Lambert surfacesj.

Finally, the report includes a large number of typical surface responses

at microwave frequencies. Measured bistatic scattering coefficients,

radar return, and surface brightness temperature for many terrestrial
surface classes are presented and interpreted in terms of the influence

of such parameters as surface roughness, dielectric corstant, polarization,
frequency, angle of incidence etc. on the response.
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THE RESPONSE OF TERRESTRIAL SURFACES AT MICROWAVE FREQUENCIES

I. INTRODUCTION

The purpose of this report is to summarize the electromagnetic
response of terrestrial surfaces at microwave frequencies. Although
a large number of data on both the scattering properties (radar return)
and the thermal emission (radiometric or brightness temperature) of
such surfaces has been collected during the last decade, there has not
been available a comprehensive review which could serve the newer
applications of remote sensing at microwave fiequencies,

A significant fraction of this data is, of course, available in
the several "data banks" that are now in operation, and thecz banks
have been valuable in providing rather complete records of surface
response, and in compelling a more uniform foriat for dats reporting.
They have not, however, addressed themseives to the problem of providing
a critical understanding of the data they contain. While this report
cannot aspire to duplicate the completeness of the data banks, it is
our hope to provide an appropriate theoretical and conceptual frame-
work for understanding the significance of the microwave data collections.

This kind of understanding is new particularly important because
of the widespread interest in exploiting microwave sensors, for a variety
of purposes, by investigators in other (i.e., non-engineering) disciplines,
such as geology, agronomy, etc. Many of these newer users of the data
are unfamiliar with the nature of ths relationships between the surface
parameters (roughness, dielectric constant, etc.) and the microwave
response. Even such specialists as radar or radicmeter system designers
may also benefit from a more systematic discussion of the role of the
various factors which control the instrument response.




In the succeeding sections, we <hall discuss first the hasic
properties of microwave sensors, particularly the manner in which the
geometry and other system parameters affect the system output. Then
the various kinds of surface models are reviewed and the relation be-
tween the predictions of the model, the properties of the surface, and
the measured response are compared. Finally a representative selection
of data, for both active and passive sensors, is used to discuss in a
more empirical way the range of surface response to be expected from
terrestrial surfaces. The principal emphasis in the report is on the
average properties of the response, although some discussion of the
statistical properties is also given.
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II.  THE BASIC SENSOR RESPONSE

Before discussing the nature of the interaction between sensor and
surface, it is desirable to review a number of system concepts in order
to introduce appropriate definitions of the parameters used to describe
the surface. Because a number of textbooks on radar systems,[1,2,3,4]
and radar[5] and radio astronomy[6] are now availabie, no extensive
discussion of system operation will be given iiere. We have, however,
attempted to mention some of the limitations of the conventional treatment,
and to provide operationally useful definitions from which (e.g., by
computer simulation if need be) the system performance i:ay be estimated
under any conditions. A iarge number of convenient approximate formuias
for various specialized geometries are given in References 1-b.

A. The Radar Response

The most useful descriptor of the active microwave response of a
terrestrial surface is the average bistatic scattering cross-section per
unit area, c?s(ei,es,¢s) for angle of incidence 0, (with respect to the
mean surface noirmal); scattering angles Bgs g5 incident polarization
state specified by first subscript (i) and polarization component of
scattered radiation specified by seccnd subscript (s) (see Fig. 1).
This parameter is defined as follows. Consider a plane wave of in-
tensity I0 watts/meter2 incident with unit propagatior vector ﬁi in
the xz plane and polarization state Ei. That is, the incident electric
field is E0 Ei exp[-jkﬁi Cr o+ jut] where f = w/2n is the frequency;

A = 2n/k is the wave length; I = |E0|2/20 and Z is the impedance of
free space. Let that component of the fieid scattered by an element
of area dA (dA is the projection of the actual surface onto the xy
plane) which has polarization state 35 (where 35 . 3; = Bi . 3{ = 1)
have an intensity dIS at distance fig in the scattering direction.
Then the bistatic cross-section per unit area is by definition

(1) ARCACIPSIE 4nr§ <dl>/1 dA
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where the symbol < > indicates that the measurement is repeated many
tives with different members of an ensemble of similar surfaces, and
the average scattered intensity taken. It is a consequence of the
reciprocity theorem that

0 _ 0
(2) °is(ei¢i’es¢s) = csi(es,¢s,ei¢,-)

where the incident plane wave can now have any azimuth direction ¢

Since the scattering cross section is defined in terms of statistical
average power densities, there are certain Timitations on its applicability.
For the definition to be consistent, it is necessary that the receiver be
in the far field of the scattering pattern of the element dA in order that
dIS be proportional to 1/r§. This implies that g\ > 222/A where £ iS a
coherence length for the surface structure. Secondly, the surface element
must be sufficiently large and irregular that the (ensemble) average
scattered power is proportional to dA. A smooth sea surface near normal
incidence, for example, fails to satisfy these conditions; the scattering
contains a coherent part (i.e., a part which remains icentical in ampli-
tude and phase when one member of an ensemble is substituted for
another), and great difficulty is encountered in trying to interpret the
results of experiments over such a surface in terms of the parameter Ty
Finally, it must be remembered that in many system applications, it is
important to know the statistical properties of the return (i.e., the
first probability distribution of L the correlation between returns
measured et two different adjacent frequencies, etc.). For most surfaces
it turns out that many simple statistical properties can be inferred
from a knowledge of % alone. However, determination of the statistics
for some surfaces, particularly for higher order statistica: properties,
requires a detailed scattering model, or actual measurements.




To determine the average povicr collected by a real radar system
viewing a surface target, (see Fig. 2) consider a radar antenna at
T in the xz plane, a distance r; from the origin 0, which radiates
power Po(t) with a one way power pattern fi(wi,gi). For convenience
the origin of coordinates is chosen to lie on the axis TO of the antenna
pattern. The angle v is between TO and the Tine from the antenna to
the surface element dA. The angle £; is an azimuthal pattern coordinate,
conveniently taken as the angle -Y-0-dA projected onto a plane perpendicular
to T0. The receiving antenna is at R, specified by rs’es’¢s with pattern
fr(wr’gr)' (Becanze of these choices of angle, which are appropriate
for high gain antennas aimed at the origin, the magnitude of the pattern
fr(O,gr) does not necessarily attain its maximum value along the direction

RO.) The ensemble average power 5}(t) collected by the receiver at time
t is then

A G
7] _ _emr't
(3) Pur) = -(Z'n—)?” Po(t=(rotr )/ e)(F, (vs8.)F (vE )
0 ] ] ] dA
* 015(61 ’eS’¢S) r? rz
U

where the integral is taken over the entire xy plane, and

Aemr

Gt = maximum gain of transmitting antenna

maximum collectirg aperture of receiving antenna

e%,e;,¢; = 1ocal incidence and scattering angles at dA.

c = velocity of propagation

The poiarization specifications in this equation must be handled
with care. The equation represents the actual received power due to
an actual transmitting antenna. The patterns fr(wr) and fi(wi) do not
in general represent pattern measurements made with a fixed polarization
test antenna such as a dipole. They represent the total power density
(whatever its specific polarization state may be) transmitted in a

5




givaen directicn. By the same token the subscripts on Tis cannot
regresent arbitrary polarization states but must correspond to the
actual polarization states of the two antenna patterns. The more
general case of arbitrary transmitting and receiving anteana polari-
zation requires an extensive formal development to handle correctly,
since the complex scattering amplitudes for the surface must be in-
troduced. Simplification of the resulting equation depends on making
plausible assumptions atout the correlation between the various terms
of the scattering matrix. For the purposes of this report, it is
sufficient to point out that the situation remains simple if the more
conventional choice is made of specifying two orthogonal polarization
states (e.g., horizontal, 6?, 3h in the xy plane perpendicular to Ki’
ﬁs respectively; and vertical 31 = Ki X 3? and 3: = FS X 32).

Thus if horizontal polarization is transmitted, then the term

{fifrois} in Eq. (3) must be replaced by

h
i

h_v

(4)  fifoy )~ f ifr Thy

h,
(‘p1€1) fl‘wrgr)ohh + f

where, for example, (see Fig. 2) f¥(wi,gi) is the power pattern of the
transmitting antenna as measured with a "vertical" dipole oriented
along 6:. The pattern factors are normalized so that the maximum
value of f¥(wi) + f?(wi) is equal to unity and it is assumed that

the four components of the scattering matrix %43 are uncorrelated.

In most cases, well designed high gain antennas have alwmost constant
polarization over the main beam and first few side lobes, so that

only one term in the sum of Eq. (4) will be important.

It is often convenient, for high gain antennas, to have estimates
o7 the value of the integral of Eq. (3). If the antenna patterns can
be approximated, at least over the main beam region, by fi(qﬁ) =

exp[-A(]-coswi)] and fr(wr) = exp[-B(]-coswr)], one can show that
for a cw system,
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r — " &nC 94 (85 585 5¢5)
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S

2 2 aBl am B 2
= r .+B°r. + : .+ , 3 ]
C [A < COs 6, B rycos-o A Br1r (cos 6;+cos"6 +sin"6.sin 6 cos ¢S),

or for back scattering, e =1

S’

6) P ﬁzpo Aemr Bt [ ™
r (4ﬂri)2 A cos 91

Equations (5) and (6) represent the received power levels for the cw

] . case. When pulse radars are used, it is of interest to know the time
variation (i.e., pulse shape) of the ensemble average received pulse.
This can most readily be computed by converting dA in Eq. (3) to an
infinitesimal area contributing to the return at a specified time,
that is (see Fig. 3) a vange ring of radius p and yidth do. One can
now utilize the relationship between "receiver time" t' (defined so
that t' is zero when the leading edge of the pulse reflected from

the subradar point reaches the receiver) and the angle y between the z
axis and the line of sight to the range ring. If the radar is at altitude
h, then Eq. (3) becomes

G, A
(1) P(t) - (—Z—h‘;ﬂ'“}

\

| F2(ba)a, (44) cos3w(%%1) d¢

(o]
-

., 2
o

O t—n

O —————ct

where the dummy variable of integration is T, and v and r are functions
of T, viz

(1 + cT/2h)"}
h/cos w(T).

(8) cos y(T)
r(T)

.-
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When a constant amplitude pulse of power level P0 and pulse length t
seconds is used, and both the antenna patterns and o, are independent of
¢, Eq. (7) becomes

where U(x) is the unit step function and y is again a function of T.
In this form, the time response of the pulse may be used to illustrate
the difference between the so-called "beam-limited" and the "pulse-
length-limited" geometries. If t' < t (see Fig. 4a) then the lower
limit of the integral of £q. (8) is zero, and the area of ground
contributing to the return power at receive time t' is a circle.

The build up of energy in the receiver is independent of pulse length
but may be limited by the antenna pattern if the antenna beamwidth is
smaller than the angle subtended by the illuminated circle. This
situation is referred to as a "beamwidth-Timited" geometry.

On the other hand, when t' > 1, the effective illuminated area
and thus the magnitude of the received power is an expanding annulus
whose width is controlled by t; this is the "pulse-length limited"
geometry. It is clear from Eq. (8) that at receiver time t' the
area actually contributing to receiver power is that subtended by the
cones y(t') and y(t'-1) (see Fig. 4b). Thus the "effective" area is
Aeff = n(h sec up(t'))2 - n(h sec w(t'-r))2 and this is approximately,
for t'>> 1, equal to Rogs = 21h tan p(t') [(ce/2)/sin p(t')]. This
will be recognized as the annulus whose outer radius is fixed by the
leading edge of the pulse, and whose width is the projection of a
pulse of length ct/2 onto the xy plane. Thus it is often said that
the "effective" pulse length is /2.




B. Tempoi'al Fluctuations. The Doppler Spectrum

The instantaneous power‘Pr(t) returned from a natural surface is
not the constant value indicated by the ensemble average 5}(t) of
Eqs. (3) or (7), but varies in time, or from pulse to pulse (uniess
both the surface and the transmitter are immobile, that is, unless
both the transmitter position and the surface are "frozen"). The
statistical properties of Pr(t) depend on the nature of the trans-
mitted signal, the velocity of the sensor platform relative to the
mean surface, and the local motion of the surface itself (e.g., the
movement of leaves and branches, or wave motion over the ocean).

The actual computation of statistics of the return signal cannot be
carried out without a detailed model of the surface scattering
mechanism. However certain statistics, such as the power spectral
density of the scattered signal due to transmitter motion (in the
case where the surface is frozen) can be calculated from geometrical
considerations alone.

Consider, for example, a transmitter moving with velocity V with
respect to a fixed motionless surface (see Fig. 5), and emitting a
signal of frequency fo(t). Then the frequency of the signal returned
to the receiver at time t from the area dA in direction Ki is

(10) f(t) = £ (t - 2r/c) (1 +2 [ 'ﬁi/c)

where r is the range to the actual surface point at dA. This equation
is correct to first order in v/c. The second order terms (of order
(v/c)2) must be computed according to the special theory of relativity;
expressions of the type (1 +V - ﬁi)/(l -V ﬁi) f,/c are based on a
false analogy with acoustical doppler shifts and give incorrect second
order terms.




The lines on the surface for which f(t) is constant are called
isodops and in the case that fo(t) (the trensmitter frequency) is
constant (excluding f.m. doppler and short pulse systems, for example)
they are found as the intersection of the cone V - Ki = constant with
the surface. Note that the dopnler shift in no way depends on the
slope of the surface at dA, but only on the direction of v and the
line of sight ?ii.

For a plane surface the isodops are conic sections, namely the
intersection of the xy plane with the cone obtained by rotating Ki
>, > > q
around v, i.e., the cone Ny - v = constant. These isodop curves are
ellipses if the cone does not intersect the horizon, and hyperbolas
if any part of the cone does rise above the horizon.

The average doppler spectrum, i.e, the average power per unit
positive frequency interval may be found by integrating over the area
between two isodop lines. Thus if the isodops chosen correspond to
frequencies f, and f,, with interval af = lf2 - f]I, then the spectrum
S(f) is, for the backscattering cw case

A GP (f)
dp emr't o' o 2 dA
(1) S(f) = ==— = (v:58:) o (8:)
of (4ﬂ)2 AF i*%i7 VY ;W
Tim af>0 Isodop strip
between frequencies
f] and f2

In general, this integral is impossible to evaluate, although
numerical integration for certain special cases are available.

Even for high gain antennas the peak of the doppler spectrum

does not correspond to the doppler shift from the ground point il-
luminated by the axis of the main beam. This effect is largest over
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surfaces such as the ocean, for which o(6) varies rapidly with 6,

and is responsible for the land-sea bias effect in doppler navigation
systems.

The power spectral density of the return signal, as given by
Eq. (11), combined with the assumption that the return is a Gaussian
random noise signal, provides sufficient statistical detail for most
radar design purposes. The bandwidth of the signal is approximately
equal to the difference between the nighest and lowest doppler shifts
occurring in the area illuminated by the beam. However, certain special
purpose systems (e.g., those depending on frequency agility to detect
ship targets in the ocean) may require a more detailed know!edge of the
fluctuation of the returp signal.

If the surface is also in motion, the doppler spectrum is broadened
in a manner that must be computed from the kinematic behavior of the
surface scattering elements. The bandwidth of this "natural line width"
effect is approximately equal to the doppler shift associated with the
s velocity of the random motion of the surface. let the surface
element at x,y have a “natural” doppler broadening spectrum Sn(f'fo)
(see Fig. 5b) with

J Sn(f)df =1

0
when the surface is illuminated with a plane wave of frequency fo
coming from the transmitter position at T with the transmitter motion-
less (v = 0). Then the total, broadened ipectrum S.(f) when the
transmitter is also moving with velocity v becomes, for a cw signal,

A G, P (f) {
emr 't 00 2 | > > dA
(4")7 f(v;585)0,(01) S, (f -F+av-n.f /c) ;I :

xy plane

(13) s,(f) =

1
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This expression gives the deppler spectrum when both transmitter
and parts of the surface are in motion. In the most general case, Sn(f)
may also depend on position, incidence angle, etc., along with Uo(ei)‘
When the surface is motionless, Sn(f-fo) is a delta function d(f-fo)
and Eq. (13) reduces to Eq. (12), since the integrand is zero except
over the isodop specified by o Ei‘

For the bistatic case, the doppler spectrum at the receiver
can be computed from the above formulas by replacing the doppler
shift f (2V « f./c) by f (V- %, -V - A)/c where B, is the unit
vector from dA to the receiver. The isodops then become the loci
Vi . (ﬁi - ﬁg) = constant. When the transmitted signal is not a cw
signal but a short pulse, the return pulse will have a spectrum given
by the convolution of the pulse spectrum with the doppler spectrum

given above.

-

C. The Microwave Radiometer

The microwave radiometer (see Fig. 6) estimates the brightness
temperature of the thermai radiation incident upon it radiated by
the ground surface and the surrounding atmosphere. If the radiometer
antenna is illuminated by radiation of brightness temperature Tg(wi,gi)
(where, as in Fig. 6, ¥ and g; are polar and azimuth angles for the
antenna power pattern fk(w,g) and Tg represents the brightness tem-
perature of the radiation in state k incident on the antenna) then the
corresponding antenna temperature is

2
. L6 (9:8) Ty(v,£)dn
(1) Tie) = Kl

f, (v,£)d
kz] [ (v,E)de

where 6, is the angle between the antenna axis and the surface normal,
the superscript j identifies the numinal polarization of the receiving
antenna, and the subscripts k indicate any two orthogonal polarization
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states, one of which is customarily taken as identical to state j of
the antenna. In well designed antennas, only the design polarization
is significant over the main beam, but the orthogonal polarized terms
may contribute a non-negligible fraction of the total received power
(e.g., 2%) in the side lobes and back lobes.

The antenna temperature T (e ) is the sensor output, i.e., the
quantity measured by the m1crowave rad1ometer system. However, the
quantity desired is usually TJ(w 0) = ( 0), that is, the brightness
temperature of the radiation 1nC1dent a]ong the main beam direction
of the antenna. Thus Eq. (14) must be regarded as an integral equation
relating the desired brightness temperature and the measured antenna
temperature. Except in radio-astronomical measurements, the inversion
process is not usually carried out. It can be performed in a number
of ways including: (i) the "bootstrap" method in which Ta(e,¢) is
measured over 4r steradians. A trial brightness Té(e,¢) is assumed
equal to the mcasured antenna temperature (Té = Ta(e,¢)) and this is
inserted into Eq. (14) to obtain a desired value of T;(e,¢), (the
value the antenna temperature would have if the brightness were

(e $)). A new trial brightness temperature T‘Z)(e) is estimated
from T(z)(e) = 2T (e) Té(e) and the process is repeated until suc-
cessive trials converge, (ii) the Fourier transform method in which
the integral in Eq. (14) is recognized as the convolution of the
pattern function and the brightness distribution. By converting y,£ to
"rectangular" co-ordinates x'y' (e.g., the coordinates of the point
where the line of sight specified by v,£ intersects a plane perpendicular
to the axis RO of the main beams) and ¢ssuming pattern multiplication
holds, Eq. (14) muy be put in the form of a two dimensional convolution.
In that case the Fourier transform of Tb(x'y') is the ratio of the
transforms of Ta(x'y') and f(x'y'). Only rather smooth, well behaved
antenna patterns are suited to this technique; (iii) a side lobe cor-
rection procedure in which estimates are made of the beam efficiency,
and the power entering the antenna via the side lobes and back lobes.

13
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This s tie simples: method ard gives reasonably accurate estimates
L8 Tb if the beam efficiency is hich.

The brightness temperature Tb(eo) incident upon the antenna is
closely related to the bistatic scattering coefficients ogk( i’es’¢s)'
Consider, see Fig. 6, an antenna viewing a surface at an angle 8, from
nadir. The brightness temperature along the direction OR is the sum
of two contributions; the first is the emission from the ground, equal
to a brightness temperature ej(eo)Tg where ej(eo) is the emissivity
(for radiation in polarization state j) of the ground, and Tg is the
physical or "“thermometer" temperature of the ground. This is assumed
to be uniform to a distance of several skin depths below the surface.
The second contribution is the sky noise (which is due primarily to
atmospheric absorption at microwave frequencies) reflected by the ground
towards the antenna. 7 the sky noise has a brightness temperature
distribution Ts(es,¢s) then the toial brightness temperature of the
incident radiation coming from direction eo in the j polarization
state is[15,1€]

ground emission reflected sky radiation
8 i N
J - Stoa | A 0
(15) T(e,) _e-(vﬂ’iej(%ng + ” [ojj(_eo,es,ys) + °jk(°o’°s’¢’s)]
path
attenuation

das
Ts(es’¢s) 4ncoseo}'

r

+ [ Tle) elo) Lalr)/alo)] ¢

o

atmosphg?ic path
emission
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where
dn
=1 - N 2 S
e5(8g) =1 JJ [o75(0g2850¢5) + 05 (84,65.0:)] Frcoss,
= emissivity = 1 - albedo
P
alp) = exp[- I a(p') dp']
0
= attenuation of the atmosphere in nepers from the
surface tu a point a distance p from the surface
along the line of sight. (i.e., p =1 seceo)
(16) a{p) = power attenuation coefficient in nepers/meter of
the atmosphere at a distance p from the surface
along the line of sight.
i
alr)/a(e) = exol- | ale') do']
o}

T (p) = physical (thermometer) temperature of the attenuating
medium.

e{p) = emission coefficient (per meter) of the atmosphere
This equation includes a factor a(r) to account for the path loss

between ground and antenna, and a term

-
J T.(p) ==+ dp
0

to account for the emission corresponding to this warm absorbing path.
The actual surface brightness consists of two terms, £ Tg giving the
ground emission, and

15
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giving the sky radiation reflected towards the receiver.

If losses (i.e., attenuation) due to scattering by the intervening
medium between surface and sensor is negligible compared to losses due
to absorption, then one may assume e(p) = a(p). Otherwise e(p) is equal
to that part of the total attenuation due to absorption. The above
equation assumes that the sky radiation Ts(es,¢s) incident on the ground
is unpolarized, and that the atmospheric attenuation and absorpticn
coefficients a and e are the same for either of two orthogonal
polarization states.

It is often tempting to write the terrain dependent part of
Eq. (15) in the form

(6 )T o T ik =1-e.(e)
€%’ g " Pj s B itYo

where ¢ and ¥s represent some appropriate average values for the

surface reflectivity and illumination. This is possible for a perfectly
flat surface, but it is clear that for the general surface, no
inderendent definitions of *s and 3 can be made consistent with the
choice 5 + ¢ = 1.

D. Large Extended Targets - Bias Errors

There are a number of configurations in which a relatively high
gain (narrow pencil beam) antenna is used to estimate the properties
of an extended surface. Because the system response is a convolution
of the antenna pattern with the target response (see, e.g., Eq. (3) for
the back-scattering response, Eq. (11) for the doppler response,
Eq. (14) for the brightness temperature response) a number of "bias"

16
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errors can occur when the target properties change rapidly with 1ook
angle. It is often convenient to make first order corrections for

these effacts, in order tc avoid the need for inverting the convolution
integral.

We summarize here these first order corrections when the antenna
pattern is assumed to be of the form

£(p) = e-A(]-cosw)

since this approximates a Gaussian beam when A is large. The half
power beam width eB (between 3 dB points) of such a pattern is

og = 2 (2en 2/A)"
radians, and the directivity D is approximately D ~2A - (A >> 1).

in this case if the beam axis makes an angle 8, with respect to the
mean surface normal, we find the radar response (c.w.) to be

0
P (6) = P oCtPemr mo(6,) (1 g Ei)

e (4rr)2 Acose D
where
1
_ 2 . 2 00(90) . 2

Si = 2 Sec 8 7 sin 6, - 2 - (coteo/4) ;;(3;7-(7 sin“e, - 1)
o “(6.)
0'‘'o0 2

+ 5315;7—- (cos 90/4)
o'(e ) = L) I etc
0 0 '6=60
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Thus, the correction due to the biasing effect of the surface and the
geometry of the experiment is of order 1/0, 2nd does not go to zero
even for an isotropic surface (¢' = ¢* = 0); the fixed error is due

predominantly to the 1/r4 weighting of the scattering contribution
from dA.

For a radiometer antenna viewing a surface for which the total

brightness temperature incident on the antenna is Tb(eo), the antenna
temperature is given by

(7) T(e,)

Tb(eO; + AT/D

aT = Tg(e,) - Té(eo) (9 sine -1) sece coseco .

This assumes that the beam efficiency of the antenna is 100%. That is,
it does not take account of energy entering the antenna via side and
back lobes. If the actual antenna has a beam efficiency of 100F%,
(i.e., if the actual antenna pattern car be written in the form

() = exp(-A(1-cosy)) + f_(v)

where fs(w) 1s the side lobe contribution, and ffs do/ [fde = (1-F),
then the bias error correction is just F times as large as that given
in Eq. (17). For the radiometer measurement a "grev body" surface
(Té(e) = Tg(e) = 0) gives nn bias effect, since (see Eq. (14)) Tb(e) is
weighted only by dq.

The most significant of the bias errors occurs in estimating
the doppler spectrum of a radar signal. Because of the difficulty in
computing the spectrum by straightforward integrations over the isodop
contours, it is simpler, in this case, to estimate the bias effect by

18
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computing the moments of the doppler spectrum S(f). We define the

nth moment of the spectrum with respect to the transmitter frequency

f0 by

a"f = J S(f) (f - £,)" df/ J S(f) df
0 0

If now Afo is the doppler shift associated with the line of sight

along the axis TO of the beam (i.e., Afo = 2f_ v/c sine0 cos(n) where v
is taken, as in Fig. 7, in the xy plane with V-iy = v cos(n)), then
relations can be found between Afo (the "nominal" doppler along the main
beam axis line of sight) and the moments. The first two moments give
the relations

= ale _ 3
of, = a'f 2(v/c) fo S

e 4 avf
— — p— V -
(af )% = Z(A]f) - (A2 ) + (2vf jc)? 6% - —2 E([‘?)
where
_ a(')(eo) .
§ = (1/D) < 2 EETEET ccse, - 12 sine  p=cosn
52 = (1/D) (c05260 coszn + sinzn)

-+

Thus, by measuring the first moment of the doppler spectrum A f, and
using the first of Eq. (18), the nominal doppler Afo may be estimated.

E. Small Extended Targets. The Centroid Concept.

In certain situations, (as for exampie in determining the position
of an island in the ocean) one may wish to estimate the sensor response
19
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as the beam passes over a small extended target. (That is, the "target"
is small in the sense that it subtends an angle comparable to or smaller
than a beamwidth). If co(o) and Tb(e) are known for all elements dA

of the target area, (and this implies that both 9, and Tb may be rapidly
varying functions of x,y, the position coordinates of dA), then the
sensor response may be computed for each point of the antenna trajectory
as it passes over the target area. It is often more convenient to
estimate sensor response in terms of parameters which can be computed
independently for the target and for the experimental geometry. This

1s possible by introducing the centroid concept. If we consider only
the c-w radar and microwave radiometer systems, the contribution of a
target area (see Fig. 8) to the total received power dPr or to the
antenna temperature, dTa, can be written

dTa(oo) = Qé l f(x,y) Tb[x,y, 8'(x,y)] E%%Q- dxdy
(19) Qg = [f(v) de = antenna beamwidth
P G,A
(o) = £33 [ o Dxyae ()1 f2(x.y) £
TI’ A r

8'(x,y) = local angle of incidence at x,y,

where tne integration is over the target area A, and the antenna pattern
f(y,£) is written as a function of x and y. Now these equations are of
the form

dR(e,) = C Jr S(x,y) glxy) dx dy
A

where dR(eo) sensor response at look angle e,

20
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0,(X:y,8" (x,¥))
S{x,y) = < ~ the surface property

[ Tplxsys0' ()

f(xy) cose'/r2
a(xy) = § , 4 >~ geometry and beam.
If (x,y)/r
C = constant

If a suitable point XY (the centroid) is chosen, then the function
g(xy) can be expanded about the centroid

2
. 39 (x- 39 (y. L2 S e
9xy) = glxgye) + 5 (oxg) + 5p= (yyg) + 3 ;57 (x-x )" +
c

The target parameter s can be expanded about the reference angle 8,

s(x,y,8') = s(x¥,8,) +(%%> (en_eo) % os
0

0

Substituting these expansions into Eq. (19), and forcing the first order

terms in (x—xc), (y-yc) to be zero, the centroid parameter can be
detined, viz;

X = [ x s(x,y,eo) dA/ [ s(x,y,eo) dA
(20)

= [ys dA/fs dA
where all integrals are over the area of the target. Then

P, = 9(xy.) [ [s(x,y,6 )da] + second order terms

21
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and the sensor response is written as the product of a target term
independent of transmitter pattern and geometry, and a geometrical

term g(xcyc) dependent only on the experimental geometry. Thus for the
radiometer,

cose
) = —2——E-f(xcyc) [/T,(s,) dAl + second orcer

Y‘C QB

(21) dTa(eo

where res 0, are the range and angle of incidence for the centroid
point, and the centroid is defined by
X X

7 —J ; (xsy,8,) dx dy/f T(x,y) dx dy -

Similarly, the radar response is

2
P G,.A fo(x_,y.)
(22) dP (s,) = o(t jg g e J 0o(X:y:8,) dA + second order
4q r
c

where the radar centroid is determined by

X X

- J , o (x:y:8,) dA/f o (x.y) dA .

The magnitude of the second order terms can only be found by comparing

the exact integration (Eq. (19)) with Egs. (21) and (22). The corresponding
pointing errors, (i.e., the errors incurred by assuming the defined

certroid lies on the axis of the main beam when the measured system

response dR is a maximum) are quite small, and do not impose a serious
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limitation on the centroid concept under most circumstances. Never-
theiess it is usually desirable to check system performance by
numerical integration in systems requiring high pointing accuracy,
particularly if the target has a very irregular distribution of
surface properties o%(xy) or Tb(x,y).

F+ System Limitations Due to Fluctuations
in Antenna Pointing

It is not aiways appreciated that in many operational microwave
radiometer systems, the limiting factor in system performance may be
determined not by the inherent precision of the instrument, but by
"noise" introduced by fluctuations in look angle, or by the fluctuation
due to surface inhomogencities or to atmospheric path loss variations.
Suppose, for example, that a small target contiibutes brightness
temperature Tt(e) to the antenna temperature, and the antenna under-
goes r.m.s. fluctuations of (de)2 in look angle due to vehicle
oscillation or the antenna steering control system. Then tne total
fluctuations in antenna output are approximately

98

T (g e — e
AT, = (AT0)2+ L L GJ (dﬁ)2

where AT0 is the inherent sensitivity of the radiometer.

_ L
ATO =K Teff/(Br)2
= constant of order unity
B = RF bandwidth of radiometer

-
H

radiometer time constant

—
.}

off = effective receiver noise temperature.
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It may often happen that tne second term is of the same order or larger
than the first and the supposed precision of measurement ATO cannot be
achieved in practice. Similar effects occur when a moving antenna
views a fluctuating background brightness, or when the attenuation of
the atmosphere fluctuates. For example if the surface has a brightness
temperature Tb and the atmosphere has physical temperature Tatm and
attenuation a(0-u<1) between surface and antenna, then the antenna

temperature is aoproximately

Ta = (1-a) Tb + aTatm .

Thus, fluctuations in Ta due to fluctuation in o are approximately

2
b ~ Tatm)

(ATa)2 = (aa)? (T
Since (Tb - Tatm) may be of the order of 100°K over reflective surfaces,
fluctuations in a of the order of 0.04 dB may introduce fluctuations
of order 1°K in Ta. Very small amounts of condensed water, as in
clouds, can produce attenuations of this order at the higher microwave
frequencies.[14]

Finally, systematic errors can occur in target-seeking split-
lobe or double beam systems, in which the background temperature differs
for the two beams (¢.g., the temperature due to the sea background for
ar island seeking system). This shift in null temperature is of
order [aTB(e)/ae] 46 where A6 is the angular separation of the two
beams. Again, the error incurred by assuming the target is located in
the null direction may be larger than the nominal pointing accuracy of
the system over a homogeneous background.
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ITT. THE CONSTITUTIVE PARAMETERS

A. Introduction

The scattering from natural surfaces is controlled by both the
structure, or roughness of the surface, and the electrical properties,
that is the complex electric permittivity and magnetic permeability.
The magnetic properties play a rather small role at microwave fre-
quencies since, except for a few minerals, the permeability may be
taken as unity.

To define the various parameters used to describe the electrical
properties of matter, it is convenient to start with Maxwell's equation
for a source free region

->
VxH =

2
+
oy

where H is the magnetic field, D the electric displacement and JC the
total conduction current. In order to solve for the fields within a
body, it is necessary to provide a connection between D, J and the
electric field E. This is done by introducing the constitutive
parameters, €, (the permittivity of vacuum, €5 ~8.85 x 10'12 farad-
meter']) e, (the real relative dielectric constant of the medium) and

o (the real conductivity of the medium in mhos-meter']). When the fields
Jut

vary as e'" ", then Maxwell's equation becomes

-> i >
+ 0] E = ixe e E.

-
(1) UxH = [jmeoer ofec

The complex proportionality factor €. may be written in a number of ways.
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96 5 (sr + c/jmso) (the complex dielectric constant)

g @) e Fe = yB (the real and imaginary parts of sc)

€. = sr(1 - j tan o) (tan & is the "loss tangent")

where tan § = o/meoer = Eim/er etc. On the other hand, in the thecry
of metals it is customary to emphasize the complex conductivity 0.

by the definitions

> ) > > . >

(3) vxH=[o+ J(weoer)] E = o, E=(oc+] Gim) E
Cim = YEQE (the imaginary part of the conductivity)
oc = Jweoec

In fact, at any frequency one can measure only the complex number €. OF
O How one assigns significance to the real and imaginary parts
depends on how detailed a model is used to describe the interaction of
radiation and matter at the molecular level. For example, the relax-
ation model for sea water provides different mechanisms for the losses
associated with the polar molecules and with the ion transport. Thus

for such models one often writes

€. = &p - Je" - J(odc/mso)

where now €im is the sum of two terms €im = g & odc/wso. He -e S4c is
the d.c. conductivity of the suustance. At any other frequency only
the total loss €4 CAN be measured. and the difference between the
measured loss and the term cdc/mso is ascribed to the polar relaxation
mechanism. Naturally for sea water the terms ¢" and odc/mso have

quite different dependences on temperature, frequency etc. so that
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in this case the separation is quite plausible. HNevertheless, the
interaction at any frequency depends only on the single complex
number ec(m).

In the time domain, a corresponding connection obtains between
E and D, and it is not hard to show, by considering Eq. (3) as the
Fourier transform of the time dependent equations that

D(t) = ¢ E(t) + J' h(z) E(t-c) de
0
1 b +jwt
{4) h(z) = o7 [ec(m) - em]e dw
e = 1im ec(m)

that is, D is the convolution of E with the "impulse response" of the
dielectric where the latter is the Fourier transform of (sc(m) -e).
(The infinite frequency part e, is subtracted off to avoid the
appearance of § functions in Eq. (4)). Because a dielectric may be
regarded as a causal linear system, (h(t) = 0 for t < 0), sr(m) and
sim(m) constitute a pair of Hilbert transforms, a connection sometimes
referred tu as the causality condition, the Kramers-Kronig relation,
or the dispersion relation, viz

S (0') dw'
oo o3 1] S

(5)

T du)'

.1
E:'im(m) —_— w-w

T (sr(m') -e)

-]

These relations are often helpful in determining the behaviour of

€. OF e, over short frequency intervals.
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There is a seccnd group of parameters, originating in optics,
which are also used to describe the electrical properties of matter.
If one considers a plane wave propagating in the x direction in a
medium with parameters €06’ Yo then the spatial dependence of the
fields may be written as exp[ - yx + jut] where y is a complex number

referred to as the complex propagation constant. The real and imaginary
parts are

y = a'+j8 = jwluoecec = (21r/>\0) jJs_c = j(21r/>\o) n.
o' = attenuation constant (nepers/meter)
B = wave number (radians/meter)
=]
X, = vacuum wavelength = (wfﬁoeo) (2r)

e I?;; complex index of refraction.

The wavelength in the medium is X = 2n/8; tne skin depth & or penetration
depth in the medium is § = 1/«' meters. Note that the power attenuation
coefficient used in Eq. (16) of Chapter ! is a(p) = 2a'.

B. The Dielectric Constant of Water and Ice

Because of the overwhelming influence of water in modifying the
dielectric constant of many terrestrial surfaces at microwave frequencies,

it is desirable to have simple estimates for € These may be obtained
from the formula[1]

Ed'e
E. = e + po—rer -J <.
c ® -(-]+Jf/f0) we

which is applicable to both water and ice. Here
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ionic conductivity. This is of order 4 mhos/meter for sea
water, and is proportional to the salinity. ¢ is negligible
for distilled water.

5.5 for water and 3.2 for ice

87.7 - 0.4(T-273) for water (Tin °K)

90 + T/550 for ice (Tin %)

9.1. GHz for water at 273 °K

12.6 GHz for water at 283 °K

17.2 GHz for water at 293 °K

21.6 GHz for water at 303 °K

10 KHz for ice at 273 °K

3 KHz for ice at 263 °K

1 KHz for ice at 253 °K.

Q
n

m
n

o o
n n 1] n n n n n

The dissipative properties of ice are not well represented by
this formula at microwave frequencies, particularly for sea ice, the
properties of which can vary widely depending on tha conditions under
which it was formed. For this reason, measured values[2] of loss tangent
should be used for ice at microwave frequencies. The general features
of the eleztrical properties of water (and ice) are shown in Fig. 9,
in which € is plotted against €im’ with frequency as the parameter.

C. Rocks &nd Powders

Rocks and minerals in the solid form have dielectric constants
in the range of I 2 to 10 at microwave frequencies, and show a
tendency for the dielectric constant to be proportional to density and
almost independent of frequency. The loss tangert for such meterials,
however, can range over several orders of magnitude, and may vary widely
with frequency, particulariy if the material contains water inclusions.
Penetration depths 1ie in the range of 0.5 to 10 meters for frequencies
between 0.5 GHz to 35 GHz,[5] for dry materials. Tables I and II
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summarize a number of measurements reported in References 1, 4 and 5.

Reference 5 aiso ingludes calculated penetration depths for the samples
listed in Table II.

When rocks are ground into powder, the properties of the
powder can be obtained, spproximately from the powder density and the
bulk dielectric constants of the solid material. A convenient generai
mixing formu(a has the form of

€ _—E; Eb'E_s

LR B S
+ +
eqntu eytu

where

€n is the complex dielectric constant of the mixture

€ is the complex dielectric constant of one component (typically
air, €5 = 1 for pewders)

€p is the bulk com.lex dielectric constant of the other component.

V  is the volume fraction of the total volume occupied by com-
ponent €

u is a form number, 0 < u < =,

The form number has a particular value for mixtures of a particular type,
depending principally on the shape of the par~ticles. A value u = 2 has
teen found to give reasonable results for powders of low density[5]

(=1 gm/cm3) whereas u = Zeb appears to give better agreement for higher
density "mixtures”" such as sand. 1t may be of interest to note that

the dielectric constant of powdered rocks[5] seems to depend almost
entirely on the powder density; some £0 of the samples from Table II

exhibit an € in the range 1.9 to 2.1 when powdered to a uniform density
of 1 gm/cm-3,
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D. Soils

The dieiectric constant of soils at microwave frequencies depends
predominantly on their moisture content. Fig. 10 siiows measurements of
e, Vs moisture content for two common soils.[3] The imaginary part
€im is a'so shown for the 0.3 GHz case. It is clear from these figures,
and other similar data,[2,6] that both the real and the imaginary parts
of the dielectric constant for typical soils are much higher thar would
be expected as the basis of laboratory measurements on dry samples, and
at any given frequeicy are approximately proportiounal to water content,
and independent of s0il1 type. One consequence of this fact is clearly
illustrated in Fig. 68 (Chapter V) which shows the systematic changes in
brightness temperature of a soil surface as moisture content is varied.

At frequencies below 100 mc the electrical properties of rocks
and soils[8] are exceedingly complex, and no attempt should be made to
extrapolate the results giver here to lower freguencies.

E. Vegetation

The dielectric constant of vegetation is also controlled, at
micrcwave frequencies, by the water content. For example, Fig. 11
shows the real and imaginary parts ¢f the dielectric constant of
typical leaf materiai at 8.5 GHz. At frequencies near X-Band the results
can be roughly represented by a formula of the type

€vegetation ::(F/Z)Re(aw) B J.(F/3)Im(€w)

where F is the fraction of water by weight in the vegetation and € is
the complex dielectric constant of water. At lower frequencies (say
1 GHz and below) the ionic conductivity of the dissolved salts in the

leaf must also be taken into account in estimating the dielectric
constant.[9]
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A similar situation obtains for the woody parts of vegetation.
For example,[10] oak and wych elm wood at 70 - 75% moisture content have
£ = 45 at 0.1 GHz; Figs. 12 and 13 show the complex dielectric constant
and Toss tangent of fir wood for a number of moisture contents.
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TABLE I
(Data from Refs. 2 and 4)

el

e A W CR U s

Fraq. in GHz €y tan $ Density Material
35 2.3 3.08 Red Granite
35 2.4 0.06 White Granite Crushed
35 1.7 0.012 White Pumice Crushed
3 1.6 0.02 B8lack Pumice Crushed
1.6 35 0.175 3.01 Chondritic Metorite
14 4.6 0.006 1.81 Halite
14 3.8 0.012 1.56 Halite
14 3.3 0.005 1.42 Halite
10 4 0.1 Limonite (Coarse)
10 4 0.01 Limonite (Fine)
8.5 3.3 0.0055 1.11 Magnesite Hard Packed
8.5 2.45 0.002 1.22 Quartz Powder
0.1 10 0.02 Basalt (Hawaii) Oven Dry
0.1 10 0.08 Basalt (Hawaii) 0.36% Water
0.1 7to9 0.1 Granite (Quincy)
0.1 8.4 0.006 to .018 2.65 Limestone (Lucerne Valley)
0.1 5.5 0.001 Rhyolite '
10 4.8 0.005 2.45 Basalt (Vesicular)
10 4.4 0.013 2.63 Biotite Granite
10 5 1 0.081 2.35 OQObsidian
10 4.8 0.009 2.74 Olivine Basalt
10 5.4 0.086 2.68 Serpentine
10 5.0 0.027 1.62 Volcanic Ash
10 4.7 0.017 2.27 Altered Tuff
12 5.5 0.016 2.03 Tuff
10 4.7 0.01 2.3 Horn Blende
2 3.0 0.012 0.78 Mono Pumice
14 2.9 0.011 1.63 Desert Sand
14 8.2 to 8.6 0.004 to .02 2.65 Limestone (Lucerne Valley)
14 4.7 to 6 0.0! to 0.1 2.35 Asphalt
14 4.5 to 5.2 0.02 to .06 2.1 Concrete
10 2.7 0.008 1.9 Pumice (Mono)
10 1.7 0.016 0.45 Pumice (Mono)
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IV.  THEORETICAL MODELS FOR SCATTERING AND EMISSION

A. Introcuction

In this section, a number of models for the scattering ard emissive
properties of natural surfaces are reviewed. Such models provide an
insight into the mechanisms which control the scattering from a variety
of surface types. Thus, the models can be used to identify the par-
ameters which are likely to affect the microwave behavior of the surface
in a significant way. As in section 1, emphasis will be placed on
theoretical descriptions which are suitable for computer modelling of
the sensor response. Thus, general formulas, or chains of relatively
simple formulas, will be given rather than a large number of special
forms derived by algebraic manipulation. Wherever possible, theoretical
predictions will be compared with measured responses, in order to
illustrate the extent to which the models may be useful.

An excellent survey of the theoretical foundations of rough surface
scattering is given in the recent review by Barrick, et. al.,[1] which
supplements the older survey by Beckman and Spizzichino.[2] Many "special
case" formulas may be found in these two references.

Before discussing scattering laws in detail, it may be desirable
to review briefly some general ideas about the classification of rough
surfaces, and the nature of the scattering from the several classes.

In the first place, a surface may be perfectly flat, in which
case an incident plane wave is reflected specularly as a plane wave,
with a reduced, polarization dependent amplitude given by the wel incwn
Fresne! reflection coefficient. If such a plane surface has superim-
pesed on it some small irregularities with their rms deviation from the
plane {rms height = h) much less than a wavelength, then the principal
scattering is still a coherent, specularly reflected plane wave, but the
power density is reduced by a factor
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o= =

f)
IR}~ exp[-2(kh cos ei)z]
where IRI2 is the appropriate Fresnel coefficient and the factor

exp[-2(kh cos ei)z]

represents the effect of roughness in diminishing the forward scattered
energy. The remaining power, (of order of magnitude |R|2 2(kh cos 91)2)
is scattered incoherently into all directions, i.e., may be considered

a diffusely scattered contribution. (See Fig. 14a). There are two points
to be made. The first is a distinction, nut always observed, between
"specular” and "coherent". The specu’ar power leaves the mean surface
in the same direction, approximately, as the specularly reflected

power from a flat surface. It may or may not be phase coherent with

the incident wave. The coherent part of the specular power is phase
coherent with the incident wave, that is, if the surface is removed and
replaced by another member of an ensemble of such surfaces, the co-
herently reflected power will have the same amplitude and phase at any
point as it did before. The incoherent power will not, in general.

The slightly rcugh surfaces are usually treated by perturbation methods.

The second point to be made is that the factor

-2(kh cos ei)2
e

illustrates, in more gquantitative form, Rayleigh's criterion for dis-
tinguishing between a smooth and a ruugh surface. We normally say a
surface behaves as a smooth (or slightly rough surface), and thus retains
an appreciable fraction of coherent power in the scattered beam, if

exp(-2(kh cos 91)2} = 1, or kh cos 05 < 1/4.
This transitional behaviour is illustrated in Fig. 40,
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The number 1/4 15 quite arbitrary; various authors have chosen
different numericel criteria depending on their particular application.
It will be observed that near grazing, cos 8 << 1, a surface acts more
nearly like a smooth surface than that at normal incidence. If, on the
other hand (kh cos & >y2), one way call the surface rough. Then two
limiting situations occur. In the first the surface may be gently
undulating, i.e., with radius of curvature much less than A. In this
case (see Fig. 14b) each part of the surface (say over local areas of
one or two Fresnel zones) is locally smooth, and, from the point of view
of geometrical optics, reflects the incident radiation as if it were a
tilted flat surface. The total scattered field is then the sum of the
veflections from these locally flat areas, and it seems reasonable (and
is correct) to estimate that the scattered power forms a specular beam
with a beamwidth approximately equal to the rms slope of the surface.
Furthermore, since the scattered field is the sum of many local contri-
butions, it will not be phase coherent with the incident beam. The total
power in the specular beam is, again, approximately |R|2 times the power
in the incident beam. Surfaces of this type are usually, in practice,
treated by physical optics methods.

Finally a surface may have many areas of large siope, vertical
or re-entrant walls, etc., as in a layer of crushed rock, or may be
made up of many independent scatterers, such as the leaves of vegetation.
In this case there is seldom observed any forward lobe in the scattering
pattern. The scattering is more or less isotropic, and is referred to as
diffuse scattering. This zlass of surface is most often treated in terms
of empirical scattering laws, such as Lambert's law and its generalizations,
and the Lommel-Seeliger scattering type laws. (See Figs. 14c and 144.)

B. The Flat Surface

The simplest "surface" is the perfectly flat surface, i.e., a haif-
space with complex constitutive parameters €c and Moo The scattering
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properties of such a surface depend solely on o Mo and the illumination
pattern of the antenna. Simple as i# may appear, even the primitive case
of dipole illumination (often referred to as the “"Sommerfeld Problem")
presents formidable difficulties, and nas generated a vast literature.
Little of this is relevant to microwave scattering, but there are some
important applications to back scattering from tne ocean surface at HF

and lower frequencies.[3]

For high gain antennas, and geometry not tco near grazing, one
may consider the flat surface to produce a reflected beam identical to
the beam from an antenna at the image position but diminished in
amplitude by the appropriate Fresnel coefficient. The reflected field
is coherent with the incident field, since replacing a flat surface by
another identical one does not change the boundary. (Near grazing, the
total field is the sum of the direct and reflected fields; this produces
a lobe structure in the fields generated, for exampie, by ground based
radars. Such effects are not considered here.[2]) Although the reflected
field intensity falis off as 1/r52, it is not proportional to the
illuminated area, and thus, one cannot define 9, for the flat surface.
Instead, it is customary to describe the scattered field in terms of an
effective reflection coefficient.

While the flat surface does not possass any scattering properties
of interest, its radiometric properties constitute one of the standard
geometries, and provide an insight into the behaviour of many terrestrial
surfaces. The flat surface also affords an opportunity to discuss a
number of details concerning polarization states and the geometry of
specular reflection. Consider a flat surface with unit normal 7,
specified by the polar angles o, ¢, illuminated by a beam along Ki (see
Fig. 15). Then the direction of the reflected ray is along the unit
vector ﬁs’ the so called "specular" “irection. The relations between
these three vectors are given by
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(1) ﬁ; = Hi +2cos an

(n

>S4
n

s'ﬁi)/(z cos a)

where a is the local angle of incidence

() cos =B, = AR

cos 20 = N.-n
o ik

These relations allow the specular scattering direction 3; to be found
given n, Ki etc. If explicit values of O s ¢ etc. are required it
is only necessary Lo write out the unit vectors in polar fomm,

7 6. +1. sin o

)
¢ Sé
n

5 > sin 8, cos ¢

: + i : : + i
1, COS OS 1y sin es sin ¢S 'Ix

=4
1]

. ol YT 3
i, cos 8 iy sin 6 sin ¢ + 1, sin 6 cos ¢
Thus, one may easily find

-> > ]
(4) cos o = ("i + 2 cos an) - il

R - > q .
in ={n, +2 co n) i [/ sin s
sin ¢, { ; cos a n) y !

etc, with similar formulas for cos 6, sin ¢ if the term (ﬁi + 2 cos an)
s > >
is replaced by (nc-ni)/Z cos a.

Many speciai forms of these relations may be found in References
1 and 4. Here we note only that when N is specified and cos B = 1
(so that sin O is zero) then b is indeterminate; it is desirable to
set ¢ = 7N this case. Similarly when Ks is ¢pacified and cos 6 = 1
then ¢ is indeterminate; in this case it is desirable to choose ¢ = 0.
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There - one other feature of plane surface reflection of interest
in connection witn the randomly tilted surface. If the normal n is
allowed to iie in a small sclid angle dq, then the reflected ray will
lie in a small solid angle dQS. The connectior between the two solid
angles, i.e., the Jacobian of the transformation between 6, ¢ and
es, ¢s’ is

(5) dnq = 4 cos ~ dQ.

To calculate the field strength of the reflected ray, one nust
know the polarization state of the incident ray with respect to the
plane of incidence (i.e., the plane of n, ﬁs’ and ﬁi). However, the
polarization state is often specified in terms of "horizontal" and
"vertical” unit vectors (see Fig. 15). These are defined such that
Ki = - ?y and vi = Hi X ﬁi‘ The “vsrtica]" aﬂd "horizontal" gpit vegtors
for the reflected ray are giver. by he = Hs X iZ/sin 0, (with hg = - 1y
if 6, = 0) and VS = Ks X ﬁs' Now any arbitrary incident polarization
may be written in the form %

>

(6) 31 =a, h; +a, Vf

where a, and a, are complex numbers such that 31-3i* = 1. (For example,
for linear polarization with the electric field making an angle & with
the "horizontal," a; = cos §, b] = sin é; for circular polarization,

ay =1/ vZ a, =% j/ vZ. The state of polarization Ek orthogonal to

p; is found from Bi-Ek* = 0). To calculate the reflected wave, however,
the incident polarization Ei must be resolved along unit vectors
perpendicular (gi = ﬁi X n/sin o with 31 = - iy when o = 0) and paralle:
(%i = 31 X ﬁi) to the plane of incidence. If now the incident electric
field has the form

N - k(R P +jut
(7) E. =E p. e !
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then the reflected wave will have the form

@ " L -kt
' (8) Erer1 = By Psp ©

where the polarization vector Bép of the specular reflected wave is

(9) By = (B3 Rula)y 3+ (B, 0E) Rua)) £

Note that p is not a unit vector, but contains the reflection coef-
ficients; here s and t Qs 35 X ﬁs are the "perpendicular" and "parallel"
unit vectors for the plane of incidence defined by the specular direction,
The Fresne® coefficients R (a) and R,(a) for perpendicular and parallel
po]arizations are

r B2
(uc COS a - Jucec - S1n a)

(u

(10) R (a) =

. 2
o
c 0S o uc“c sin a)

£ COS a - Ju.e - Sinza
a ac JE
Ry(a) =

l . 2
+ -
EC cos o ucec Sin «

[ The angles nys N, noty cen the "vertical" and "parallel" states for the
incident and FEf]ECtLd fields respect1ve]y are ccenveniently found from
sin n, f h and sin ng = { s
If the amount of power in a particular polarization state is
. ->
desired, one may describe the stats by 3} = b] hS + b2 Vg where b1 and b2

]




3
.

are two complex numbars (analogous to 3 and 2y for the incident
po]arization state), with 3 -3 * = 1; to find the strength of the
component p of the specular rnflected field when the incident field

is polar1zed in state p , one must take the dot product p p *, Thus,

<p
one may regard

(1) Rygla) = By

as the general Fresnel coefficient for reflection from state P; into
state Ps- For example the strength of the vertically polarized com-
ponent, when the incident field is vertically polarized, is

(12a) €, =sinn; sinng R (a) + cos ny cos ng Ry(a)

Similarly, one can show the left circular polarized (left cpb) component
of the reflected wave when right cp is incident is given by

j \ni + ns)
(12b) ERL = EO e (RL(a) - R.(a))/Z.

The relations above permit one to compute the amplitude and
phase of any component of the reflected field due to any arbitrary
incident polarization, if the surface normal is specified. Many con-
venient special cases are given in References 1 and 4, but for computer
evaluation of, s»y, polarization or angle of incidence effects, a
direct sequential computation based on the above chains of formulas
and definitions, will often prove more convenient than the use of a
singie complicated formula.

The emissive properties of a flat surface are 25 simple as the
reflective properties, as long as the incident sky illumination is
unpolarized. In this case let the sky radiation incident on the
surface from direction -ﬁg (see Fig. 15) have brightness temperature
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Tsky(es’¢s)’ where ﬁs is the specular direction appropriate to the
surface normal n and the viewing direction ﬁi‘ Then the brightness
temperature of the radiation traveling along -ﬁi is

2

2
(133) T2 (o)) = Ty, (85 6) [Ry(a) )

+T (1 -
gl

R (a)

for the component perpendicular to the local plane of incidence, and

2

2
(1) T3 (8y) = Ty (6 ¢) [Rut@| + 7 (1 = R (@)])

for the component parallel to the plane of incidence, where the direction
6, ¢, vefers to the specular direction defined by ﬁi and i. In general,
one wishes to know the brightness temperature TB(ei) that would be
received by an ideal antenna of arbitrary polarization state 31 (i.e.,
the antenna as a transmitter would produce an electric field of tie form
of Eq. (7)). This is found from

-5

00 Tyley) = [y e + [y ] ey,

This relatively simple representation of the brightness temperature
"received" by an antenra with polarization state Ei is only possible
because of the assumption that the incident sky radiation is unpolarized
(and this is a good assumption at microwave frequencies where the sky
radiation is due solely to atmospheric absorption). 1In the case of
partially polarized sky radiaticn the more general techniques of radio
astronomy,[11] utilizing either a Stokes parameter or a coherency matrix
descripticn must be used.

The discussion just given for the brightness temperature of a

flat surface assumes that the Kinetic temperature Tg of the ground is
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uniform down to a distance of several skin depths. If the Kinetic
temperature is not uniform, but is given by T(z) (z < 0) as a funciion
of depth below the surface, and if the power attenuation coefficient a(z)
(i.e., a(z) = -2 Im [wz L. €. € ]%) is also a function of depth, then

0 0 °C
the Kinetic temperature Tg above must be replaced by

0
. - J a(g) dg/cos 0.
(15) 7y C J Tg(z) a(z) e ? dz/cos o,

-0

where 0., is the angle of refraction, i.e., the angle such that sin 6, =
sin ei/Re(ec%).

The next order of complexity in the flat surface is the surface
composed of uniform layers (see Fig. 16). Here the cw scattering
properties are the same as for a half space, i.e., the beam is reflected
coherently as if emanaling from the image point; the reflection coef-
ficient must be computed for the layered structure (see below). The
brightness temperature, however, particularly when the layers are taken
to be at different, (but uniform) temperature must be computed by
summing the cuntributions from each layer. This can most easily be
accomplished by the use of a reciprocity principal. This asserts that
if a plane wave is incident on the surface from direction 0 and if a
fraction f of the total incident power is absorbed in a certain layer
at a Kinetic or "thermometer" temperature T, then the contribution of
that layer to the total brightness temperature of the radiation leaving
the surface in the direction 8, is fT. To implement this computation,
and to determine the required reflection cuefficients, an iterative
procedure introduced by Richmend[5] has been found converient. Consider
the location of the N layers to be specified by their upper surfaces,

2, = 0 (the bottom "layer" extending to z = -=), 20s 2y tert 2y Each
layer has thickness d and uniform Kinetic temperature Tn, with the
boundary between the surface and the atmosphere teing at
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Consider now a plane wave incident from the direction 855 i.e., along *
+ﬁi. It will have a reflection coefficient R(ei) and will set up a
combination of downward and upward waves in each layer. Considering
first the "horizontal" or "perpendicular" or “TE" polarization the
incident wave would be given by

> 5 . . ’
(16) Einc = AH UM exp(jky sin 8 + jkz cos ei)

where AH is an incident electric field strength. In each layer the
appropriate fields may then be written (e.g., for the layer whose upper
surface is zn)

-ynz) eJky sin ei

m
x
]
——
=
3
D
4
o0
(1]

(17)
z ~YpZ jky sin 0,

:
(-v/3kZgu (A e " -8B e ")e

WY
n

L . . .
where Zo = (uo/eo)z;e » u, are the relative electric and magnetic per-

n
mittivities of the nth layer, and the complex propagation constant is

given by

N 2
(18) Y, = 3k (g e, - sin 8;) 2.

By enforcing the boundary conditions, one finds[5] that the coefficients
for the n+1°t layer can be found from those of the ‘ayer be’ow it,
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b o)
n

n+l pn An * Qn Bn

(19)
By4p = R A +S, B
where
P, = Gl +0.) exp((v. - vp4q)2,)
Q, = Ca)(1 - 0,) exp((-y, - v 4q)2)
(20) R = (%)(1 - o ) exp((y, + v4y)2)
Sy = (B)(1 + o) exp((- v, + vp4q)2)

pn = (iogy Y/ (g Ypup)-

An iterative solution for the relative field strength is easily found

by setting A0 =1, B0 = 0 (no upward wave in the lower halfspace z < G;
if the bottom most layer is a perfect conductor, however, one should put
B =-1). Since the incident electric field strength is AN+1 and the

0
reflected field strength is BN+1’ the power reflection coefficient is

2 2
@) [Ree)| = [Bya /Ay | -

The next probiem is the determination of fn, the fraction of the incident
nover density dissipated or ahsorbed in the nth layer. This is seen
to be, for 0 v« n < N,

(22) fo= (P = PP

where
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P =Re [-En Hﬂ "
n

Pinc = AN+‘.'AN+1*/ZO

and one must define P_, to be P_, = 0. If now the sky brightness

is given by Tsky(ei) then the total brightness temperature of the surface
is given by

2 N
(23) Tb(ei) = TS(e'i) 'R(91)' v Z fn T;q
o

Since all the energy not reflected is absorbed, we must also have

This produces the standard result when all layers are at the same
temperature. For the case of "parallel”, "vertical" or "TM" polarization,

the results are identical except that now the fields are found from an
assumed incident magnetic field

-> -
(24) Hine = A Ty exp(jky sin 0; + Jkz cos 91)

with the layer fields given by

v.2 -y Z Jky sin o,
X _ n n i
Hn = (An e + Bn e ) e
(25)
Yy - Ll -y.z Jjky sin @,
By = % (v Zo/jken) (Ae" -B e ")e 1
n n
wWith




pn = (epey Y/ (g Yo)

. *
(26)  Pinc = Pver Avn™ Lo

L Ty
Pn Re [+En Ho*]

The expressions for R(ei), Tb(ei) etc. are identical to the TE case.
Attempts to find closed form expressions for the brightness lead to
formulas of great complexity, even for the simple case of two layers.
However, by computing the fields layer by layer upward irom the infinite
half space representing the deepest layer, it is a relatively simple
matter to find the actual brightness temperature for any given dis-
tribution of layers. One interesting case which has received some
attention in the literature[12] is the brightness temperature of a
layer of ice forming over a water surface. Here oscillations in
brightness of over 100°K were observed due to the osciilations in
reflection coefficient of the layered structure.

C. The Slightly Rough Surface

The slightly rough surface is one for which the surface height
t(x,y) above the mean surface satisfies the condition g(x,y)/A << 1;
3t/ ax << 1; 3z/ay <<1. That is, the surface height is every where
significantly less than a wavelength and the surface slopes are not too
large. If these conditions are satisfied, the scattering can be found
by a perturbation method described by S.0. Rice.[13] The first order
bistatic coefficients for such a surface have been worked out in detail
by Birrick;[1] the second order coefficients have been obtained by
Valenzuela[6] for the backscattering case.

vy

The general feature of the scattering from such a surface is
that there is a specular (and also coherent) reflection process identical
to that occurring frowm a perfectly flat surface (see Fig. 14a) but
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diminished in amplitude by a factor of order exp(- 2(kh cos ei)z) where h
is the rms surface roughness, and thus provides one criterion for
judging whether the surface may be considered "slightly rough".

The bistatic coefficients are given by[1]

0 _ .4 .2 2 2 2
(27) 945 (655 8> ¢ ) =k h° cose. cos eslaijl I
_ 2.4 2 2 2
where
kK = 2n/x
h2 = mean square surface roughness = <;2>
I 2 2y
= !
I = 2n J r (r) Jo\rk ,'gx + Ey ) dr
0
_ 2 2 2 2
I = («5/h°) W (k ,ng +ef)
£, = sin 8; - sin 6_ cos b (2 sin o, for backscatter)
Ey = SIn 6. sIn ¢, (0 for backscatter)

Here p(r) is the correlation function for the surface height

< g(xy) olx'y') > /h?

©

Camn )
=
"

$ixex)? + (yoy')?

-
[}

and W, tke Hankel transtorm of p, is the roughness spectral density.
The matrix eTements % which connect the polarization states of the
incident and scattered waves are given in the general case in Reference 1.

For the simpler case ue = 1 (i.e., a non magnetic surface) they are
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i (cr - 1) cos bs

S
hh l' i | ~ 2
(cos 0; + | g, - sin” o) (cos B + g, - sin es)

. , 2
. -sin g (ec -1) ,|sc - sin” o,
vh 2 2
.+ - si : + - si
(cos 6 | e, - sin 91) (ec cos 8, |€c sin es)

———

sin b (ec -1) j E. - sin2 0,

Q e
o it l - si c + - si
(Ec cos 91 Ec sin 91) (COS 95 sc sin es)

. . . 2> J )
= 0. = - L -
. (sc 1)[(sc sin 8, sin e, - cos ¢, | e, - sin” o;f e, -sin es)]

w e 7
.+ - 57 .) (e + - 5j
(sc cos 6, e. - sin 61)(cc cos 6, e, - sin es)

A very large number of special cases of these formulas, including
those for perfect conductors (ec + =), for circular and tilted linear
polarizations, for particular types of correlation functions etc. are

(29)

given in Reference 1, together with many numerical examples. Here we
mention only two of these special zases. First, for circular polari-
zation states L (Teft circular) and R (rigrt circular) the matrix
elements become

+

GLL =3 [(th i | ) J (‘ahv i+ O'Vh)]

vV
RR
(30)
o =% Llopy + oy} 33 (g - o]
AL
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g . . g e . 4
For linear polarization states P; = hi sin Bi - V; cos Bi and
->

Pg = ﬁs sin By - Vs cos B We have for the "direct” polarized return
Bg = By
_ 2 . 12
and for the "cross"-polarized return By = 8; + m/2
(31b) a = - (a.. - o&,) Sin B; cos B,
#y B 4<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>